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Abstract

The optimization problems attract the attention of many
researchers for studying swarm intelligence techniques. Swarm
intelligence (SI) is a nature inspired computing technique
mainly used for solving optimization problems. Ant colony
optimization, particle swarm optimization (PSO), Biogeog-
raphy based optimization, cuckoo search are some of the
techniques in SI. Out of all these techniques, PSO has be-
come more popular and stronger algorithm in the field of
optimization. Here we discussed about working of PSO and
different variants of it. All these variants are used to solve
different types of optimization problems. We have also dis-
cussed limitations in existing approaches, which can be help-
ful for the researchers to carry out their research.

Key Words:Particle swarm Optimization, Variants, fu-
ture directions
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1 Introduction

Problem solving is one of the most complicated intellectual activi-
ties of the human brain. The process of problem solving deals with
finding the solution in the presence of the constraints. An exact
solution to some problems might simply be infeasible, especially if
it has larger dimensionality. In those problems, solution near to the
exact value might be deemed very good and sufficient. Knapsack
problem, linear programming problem is an example of an optimiza-
tion problem. Another example of an optimization problem is to
arrange the transistors on a computer chip, so that it will occupy the
smallest area and the number of components it will used are as few
as possible [1]. Optimization is generally used in many problems
like Scheduling Problems, Resource Allocation, Decision Making,
Industrial Planning. Furthermore, these optimization techniques
cover large application areas in business, industry, engineering and
computer science. Swarm intelligence (SI) is the distributed intel-
ligent computing mechanism for solving optimization problems. SI
took its inspiration from flocking of birds, swarming and herding
phenomenon in vertebrates. Sometimes SI is considered as a part of
evolutionary computing, as it shares many similarities with it. Ant
colony optimization and particle swarm optimization are generally
used techniques in SI. Now a days, Biogeography based optimiza-
tion also attracts the attention of many researchers. SI starts its
working with a group of individuals, where each individual try to
find out the optimal solution. The solution is shared among indi-
viduals, and then each individual improves themselves based on the
information, which is gathered from others. In general, the proper-
ties of swarm intelligence are as follows,
•It consist of a group of individuals
•All the individuals have similar characteristics
•Each individual interacts with each other based on simple behav-
ioral rules. This interaction involves exchanging the local informa-
tion among them.
• The overall output of the system depends on the interaction of
individuals with each other and with their group behavior.
The most important property of SI is that all the individuals work
in a coordinated way without the presence of a coordinator. PSO
is the global optimization technique, which is inspired from the
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flocking of bird, school of fish, a swarm of bees and human social
behavior. It is proposed initially by James Kennedy and Russell
Eberhart in 1995 [3]. Due to, involvement of less parameters and
fast convergence, PSO attracts attention of many researchers and
becomes the promising algorithm to solve all kinds of optimization
problems. The simulation by PSO is explained with the following
scenario: Let the group of birds be randomly searching the food.
All the birds are unaware about the exact location of the food. But
they know how the food is from the current position. This informa-
tion is updated in each iteration. There is no central coordinator to
lead the swarm, instead, all the birds cooperate with each other and
update its position. PSO incorporates swarming behavior of birds,
where each individual is evolved from cooperation and competition
among themselves. Each individual is referred as a particle. Each
particle adjusts its velocity according to its own and neighbors ve-
locity. The working of PSO is as follows. Each particle is considered
as a point in a D dimensional space. The position and velocity of
ith particle is represented as,
Xi = (Xi1, Xi2, , XiD)andVi = (Vi1, Vi2, ., ViD)
respectively. The best previous position is considered as the per-
sonal best (pbest). The pbest position of any particle is represented
as,
Pi = (Pi1, Pi2, ..PiD) The symbol g is used to represent the index
of the best particle among all the particles in the population and
is called as global best position. The velocity of each particle i is
represented as
ViD = ViD +c1×rand ()×(PiD −XiD)+c2×rand ()×(PgD −XiD)
(1.1)
The Particle is manipulated according to the following equation
XiD = XiD + ViD (1.2)
Where, the random number generator, rand () generates the value
in the range [0, 1]. The velocity update equation consists of three
parts, where first part is its own previous velocity. The second part
is the cognition part, which represents the personal experience of
the particle itself. It considers its personal best performance for
future travel. The third part is the social part, which considers the
behavior of the group best particle. The equation (1.1) is used to
calculate the particles new velocity based on its previous velocity,
the distances of its current position from its own best position and
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the groups best position. Then the particle occupies a new posi-
tion according to the equation (1.2). The fitness function is used
to measure the performance of each particle. Equation (1.1) and
(1.2) are the basic equations of PSO behavior, which were updated
in later time. Inertia weight (w) is added in the velocity update
equation to balance the global and local search [4]. The new veloc-
ity update equation is,
ViD = w × ViD + c1 × rand () × (PiD −XiD) + c2 × rand () ×
(PgD −XiD) (1.3)
where,
ViD = Velocity of the ith particle in Dth dimension
XiD = Position of the ith particle in Dth dimension
PiD = Personal best position of ith particle
PgD = Global best position of ith particle
w = inertia weight
c1 = Cognitive acceleration coefficient
c2 = Social acceleration coefficient
Velocity update equation consists of three parts, where each part
has its own influence [4]. Consider the absence of the first part, and
then each particle movement depends on its personal and group
experience. The velocity of each particle is memoryless. Over the
period of time, every particle will move towards the same position
and the search space contracts through each generation. The im-
portance of the second and third part is to make the use of, whether
particle is updated in the proper direction or not. The working of
PSO is as follows: Initialize the velocity and position of particles
in the search space. This search space is bound between lower and
upper bound. Initially, a current position of each particle is consid-
ered as its personal best. Evaluate the position of the particle by
some fitness function. The particle having minimum fitness value
is considered as a global best particle. Calculate the particles new
velocity and position. If this new position is better than previous
position, then making this position as its personal best, otherwise
its personal best position remains unchanged. During the search, if
the particle moves outside the search space, it is necessary to reini-
tialize its velocity and position in the search space. Repeat this
process for certain number of iterations. This paper presents the
different techniques of PSO. Section 2 discusses the different vari-
ants of PSO. Limitations and future directions are given in section
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3. Finally section 4 discusses the conclusion.

2 Literature Survey

PSO is initially proposed by James Kennedy and Russel Eberhart
in 1995. This basic version was not handling difficult problems. To
increase the performance and to achieve the efficiency in solving
the optimization problems, different variants of PSO are proposed
in later years.

2.1 History

The first modification is proposed by its founder, where they pro-
posed new optimizer using PSO. This version is considered as lbest
version [19], which becomes more popular to solve various prob-
lems. To calculate the gbest, it uses neighbors of current parti-
cles and chooses global best from its neighbors only. Yuhui Shi
and Russell Eberhart [4] introduced w as an inertia weight to in-
crease the performance of PSO. Inertia weight is used to control
the exploration and exploitations. To solve large scale dimensional
problems, efforts were put towards improving the performance by
using parameter adjustment, update in velocity equation, methods
to prevent and control premature stagnation.

2.2 Methods and Types of PSO

This section briefs about different variants in each of the above
mentioned categories. All these variants are proposed to address
different kinds of optimization problems.

2.2.1 Methods with parameter adjustment

Efforts started in adjusting the parameter in 1998. Shi declared
that [5, 20], inertia weight must be linearly decreasing from large
value to small value during the PSO run. Initially the PSO has
the global search ability and later it prefers local search. Linearly
decreasing inertia weight is used, which decreases the value from
0.9 to 0.4. Yong-Ling Zheng [21] has proposed a linearly increas-
ing inertia weight, which increases the value from 0.4 to 0.9. Clerk
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in 1999 came up with the new factor in the PSO equation. This
factor is known as constriction factor. The work is extended by
R. C. Eberhart, Y. Shi [7], where they compare the use of inertia
weight and constriction factor in the equation. From their study
it is concluded that the use of constriction factor in place of w, c1
and c2 gives better results. It is also stated that this constriction
factor must be used to limit the maximum velocity, when the dy-
namic range of the variables are used on each dimension. Asanga
Ratnaweera, Saman K. Halgamuge [8] proposes a time varying ac-
celeration coefficients which decrease the value of c1 from 2.5 to 0.5
and increases the value of c2 from 0.5 to 2.5. They have also given a
new formula to calculate the value of inertia weight. A linearly de-
creasing Vmax is introduced in addition to the time-varying inertia
weight, in [24]. A nonlinear change in inertia weight by designing
fuzzy methods is also introduced [25]. To guarantee the conver-
gence and to improve the convergence velocity, a PSO variant with
a constriction factor was introduced by Clerc and Kennedy [26].
Adaptive Constriction Factor for Location-related Particle Swarm
[27] is proposed in 2007, which adapt a technique to solve complex
problems with PSO. Constriction factor associated with each par-
ticle varies, based on the relative location of the better particles. It
actually determines the direction in which constriction factor needs
to be updated. The methodology of dynamically varying constric-
tion factor is termed as a PSO-cf. Sabine Helwig and Rolf Wanka
in [28] studied the particle trajectories in the initial iterations. It is
proved that many particles leave the search space at the beginning
of the process. To get those particles in next iterations, a bound
handling strategy performs well. To decrease the number of parti-
cles those are leaving the search space, zero and half-diff velocity
initialization method is proposed.

2.2.2 PSO Variants

As discussed earlier, the first version of PSO comes in 1995 called
as gbest version followed by lbest version. In 1998, Yuhui Shi added
the inertia weight in the equation. The values of w, c1 and c2 are
replaced by Constriction coefficient in 1999. A new locally conver-
gent Particle Swarm Optimizer is proposed by F. Van Den Berg
in 2002 [33]. The main reason behind stagnation is discussed that
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if the swarm reaches to local well, then because of a decrease in
inertia weight and decreasing velocity, it does not find any mo-
mentum to leave the space. To overcome this issue, Guaranteed
Convergence PSO (GCPSO) is proposed. The gbest particle uses
a different velocity update equation. This algorithm performs well
for a small number of particles. The problem of convergence still
exists because all the particles move into local well and the solution
is present in some other region, called global minimum. Multi-start
PSO (MPSO) is developed by Van den Bergh [33], which auto-
matically gets restarted when the stagnation is detected. Various
criteria that cause the stagnation are studied. These include ob-
jective function slope, maximum swarm radius and cluster analysis.
The first criteria monitors, whether the improvement has been seen
recently in the function value being optimized. The latter two crite-
ria check the proximity of the particles to one another. Restarting
in MPSO means to start the search with a new sequence of random
numbers. Each search is independent of its previous search, there-
fore, while restarting; particles lose their memories of the previous
search. The global best of each restarts must be stored, so that after
a fixed number of restarts, the best of all global bests is proposed
as the most desirable solution. A quantum swarm PSO (QPSO)
sometimes called as a discrete PSO is proposed in 2004 for discrete
optimization problems [35]. It is inspired from physics and biol-
ogy. The authors define a particle Q(t) based on the quantum bit
(qubit). The sigmoid function is randomly replaced, and the best
chromosome’s guidance is also used to move close to the optimum.
This new kind of discrete PSO is called as QPSO. Fully Inspired
PSO (FIPS) is proposed by Rui Mendes in 2004 [36]. It comes
with the idea that instead of using global best particle, consider
all other particles to calculate new velocity. Five types of variants
are proposed here. The fully informed particle swarm (FIPS) with
returning a constant is proposed here, which considers the particle
having same contributions. A fully informed swarm (wFIP), where
the contribution of each neighbor was weighted by the goodness
of its previous best is proposed. Another fully informed (wdFIPS)
particle swarm is proposed, where the each particle considers its
neighbor and finds the average distance from the target particle. A
fully informed model (Self) is proposed, where the particles consid-
ers its previous best, but the half of the weight is assigned to each
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particle. The last fully informed model (wSelf) is given, where
each particle considers its neighbor with the complete weight and
its previous best is considered with half weight. The computational
cost is more as it considers all other particles instead of only some
neighbors. Hierarchical Particle Swarm Optimizer (HPSO), uses
neighborhood structure, which is based on the arrangement of par-
ticles in the tree [37]. The particle moves up and down in the tree,
based on their previous solution. This gives good particles that
move up in the hierarchy, a larger influence on the swarm. The
variant of H-PSO is introduced, where the structure of the hier-
archy is dynamically adapted during the course of run. Another
variant is that, based on the position of the particle with respect
to their level in the hierarchy, different behavior is assigned to each
individual particle. Another variant of H-PSO (AH-PSO) is pro-
posed, where it dynamically changes the branching degree of the
tree topology, which helps in improving the performance of H-PSO.
Another extension of H-PSO is to use different values for the iner-
tia weight of the particles according to their level in the hierarchy.
Comprehensive learning particle swarm optimizer (CLPSO). The
particles velocity is updated based on its historical information.
The diversity of the particle is preserved, which avoid the prema-
ture convergence of the swarm. A new velocity update equation is
used here, which depends on the learning probability (p). A ran-
dom number is generated. If this random number is greater than p
then the particle is generated based on its personal best only along
its direction. Otherwise, it uses the tournament selection method to
select another particle, based on which, it will calculate the new ve-
locity. This method performs well for global optimization problems.
The main aim of RegPSO is to automatically trigger the swarm in
case of stagnation. This mechanism takes the swarm from sub-
optimal solutions and continued its process to find the true global
optimum. The maximum deviation from the gbest position is deter-
mined and particles are regrouped within a range of the maximum
deviation. This is a computationally simple and effective PSO al-
gorithm. Heterogeneous PSO says that at least one pair of particles
must differ in velocity update rule, parameters in velocity update
rules, neighborhood topology etc. This is considered as a parti-
cles configuration. Adaptive particle swarm is proposed, which is
built on dynamic heterogeneity. Here because of the behavior of
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the swarm, some trigger is generated. To give the response to the
trigger, changes in the configuration take place. Fractional PSO
is proposed to address multidimensional problems. The process is
used in, where optimum dimension is unknown. Here swarm parti-
cle uses both positional and dimensional optima. It avoids the used
of dimension definition initially. The process in two dimensions is as
follows. Select the point, which is better in each dimension. Com-
pare the selected point with the point, which is calculated from the
general position update formula. If this is better, then select this
point as a new position of the particle. Multi-swarm particle swarm
optimization (MPSO) is proposed to overcome the premature con-
vergence problem . Multiple sub-swarms are used to maintain the
swarm diversity. To share the information among sub-swarms, a
cooperative mechanism is introduced. MPSO follows an adaptive
reinitializing strategy. To achieve the global optimum, swarm di-
versity is used to guide the re-initialization strategy. This swarm
diversity is also used to maintain the local and global exploration.
Pradipta Ghosh introduces a new variant of PSO referred to as
Hierarchical Dynamic Local Neighborhood based Particle Swarm
Optimization The proposed technique follows the dynamic hierar-
chy of the particles in their arrangement. The particles search for
the better solution within each hierarchy, using dynamically varying
sub-swarms. It means that these sub-swarms exchange their infor-
mation and are regrouped frequently. Results are extremely well
on CEC-2005 test suit as compared to other promising algorithms.

2.2.3 Cooperative coevolution for Large Scale Dimen-
sional Problems

The most used model for large scale optimization (LSO) problems
is cooperative coevolution (CC) model. Potter and Jong suggested
this model in 1994 for solving optimization problems by using ge-
netic algorithm (CCGA-1) This model talks about dividing the
large dimensional space into sub components randomly. Frans van
den Bergh extends these efforts for solving the optimization prob-
lems by using PSO By using this method (CPSO), solution quality
and robustness of the traditional PSO method are increased. One
hypothesis is that the increased diversity of the cooperative swarms
is responsible for the improved robustness for multimodal problems.
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The increase in performance is due to the exponential increase in the
volume of the search space, while the number of particles must be
kept small and fixed, so that the efficiency of the algorithm is main-
tained. Larger the swarm size, larger the unwanted particles are.
These unwanted particles do not contribute to the solution, espe-
cially during later iterations, so it would be impractical to increase
the number of particles to match the increase in volume. The main
idea behind the CPSO algorithm is to decompose the large search
space into several smaller spaces, which in turn increases the rate of
convergence as compared to the standard PSO. Zhenyu Yang pro-
posed a large scale evolutionary optimization using cooperative co-
evoluti, which are capable to solve nonseparable problems. A novel
two sub-swarms, based on multi-phases (TSEM-PSO) is proposed
to deal with the problem of stagnation . The complete swarm is
divided into two identical sub-swarms. The first sub-swarm adopts
the standard PSO formulation and the second sub-swarm adopting
the method as given: When the two sub-swarms evolve indepen-
dently, the exchanged numbers of particles is different in different
searching phase and its amount decreases over the period of time.
It helps to increase the information exchange between the particles,
improve the diversity of the population and increase the speed and
chances of finding the convergence of the algorithm.

2.2.4 Hybridized PSO and other techniques

A novel particle swarm optimization model with the centroid of the
population is proposed to deal with the local optimum solution.
This also improves the global optimum efficiency and the accuracy
of the particle swarm optimization [80]. New techniques in parame-
ter selection are proposed in the case of convergence of the proposed
model. Regression based fitness approximation is studied to find
optimum more quickly. Aging leader (ALC-PSO) PSO is proposed
which defines an aging mechanism of leader particles . Distance
based PSO model is proposed to solve multimodal optimization
problems, where any particle can switch to different optimal solu-
tions, when needed. The necessity is to maintain the optimal sys-
tem performance. As the initialization of the swarm is one of the
major components in getting good performance of the PSO, Borhan
Kazimipour proposed Initialization Methods for Large Scale Global

10

International Journal of Pure and Applied Mathematics Special Issue

11740



Optimization in 2013 The Second best particle is also added into
the velocity update equation. The behavior analysis of leader par-
ticle is studied in This study is done to understand the stagnation
cause and avoiding it by doing some adjustment in leader particle.

3 Limitations in existing approaches

A lot of variants are suggested to improve the performance of PSO.
Most of them have some limitations in terms of convergence speed,
dimensional space, memory requirement, premature convergence,
etc. Some of the limitations are gathered here, which are helpful to
carry out the research.
1) lbest version of an algorithm is not suitable for more number of
particles.
2) Most of the algorithm does not perform well on multimodal prob-
lems.
3) Tradeoff between optimal solution and the convergence speed.
4) Algorithms like FIPS perform well, but memory requirement is
more as it stores the information of all the particles.
5) Premature convergence is always the problem with any evolu-
tionary algorithms.
6) The difficulty in achieving the solution increases with respect to
the number of dimensions. Cooperative strategies are used to deal
with this problem.
7) Non separable problems, where every variable is dependent on
some other variables are still facing difficulty to get the optimal
solution.
8) The main difficulty in designing an effective strategy is to group
the swarm along the dimensions.
9) Some algorithms perform well on some benchmark functions, but
its performance degrades on other functions.
Based on the literature review and limitations in existing approaches,
different gaps in the working of PSO are found. Work in bridging
the above mentioned gaps leads to the future research.
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4 Conclusion

This paper presents the literature in the PSO field. The discussion
starts with the need to study optimization problems and swarm in-
telligence solution to it followed by the brief working of PSO. The
history of PSO development, which was extended in later years,
is also discussed. Different PSO variants are proposed with refer-
ence to the methods of parameter adjustment, different versions of
PSO, techniques to deal with large scale optimization, hybridized
PSO. PSO is mostly hybridized with DE. Limitations of existing
approaches are given, which gives the direction for further research.
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